I. Basic probability formulas
e P(AUB)=P(A) +P(B)-PANB)
P(ANB)

e PA|B)= P(B)

P(B | A) .P(A)

e PA|B)= P(B)

e If A, Bindependent: P(A N B) = P(A) . P(B)

Il Discrete random variables
o M=EX) =) x.P(x=x)

o 2=V =) (xi- M. P(x=x)

=Y x2.P(x=x) - M?

e E(ax + by) = a.E(x) + b.E(y)
e V(ax +by) =a2. V(x) + b2. V(y)
e Probability mass function: f(x;) = P(x=x;)

e Cumulative distribution function: F(x) = P(X<x)

e Some special distribution:

1. Discrete uniform distribution
P(x=X !
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2. Binomial distribution

o P(x=k) =nCk. p*. (1-p)™*

o M=np

o g°= n.p . (1-p)

3. Poisson distribution
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o Px=k)=—— (V)
o M=1¥%
o g2=1%

4. Hypergeometric distribution
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o P(x=k) =
o M =np

o g°= n.p.(1-p). N-n
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5. Geometric distribution
o P(x=k) = (1-p)*.p
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6. Negative binomial distribution
o P(x=k) = (k-1)C(r-1) . p" . (1-p)¥*
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p
z_r-(l_p)
o = 2
1%

I1l. Continuous random variable
. . . b
e Probability density function f(x): P(a<x<b) = fa Wl (x) d,

e Cumulative distribution function F(x):
o F(x)= P(x<xi)
o F(xi) =f(xi)

o M=EW=["7 xf(x)d,

+00

o EC=[T7 xmf()dy

o 2=V =["" x2f(x)d, - M?

e Some special distribution:

1. Continuous uniform distribution

o f(x)= ,a<x<b
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2. Normal distribution N(M, ¢2)
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o ¢(x) = p(z<x)

o ¢(-x)=1-¢(x
3. Normal distribution approximate binomial and poisson distribution

'a. Binomial (np > 5 and n(1-p) > 5) \.L ~ .. p
X —np
m Z=

Jnp.(1-p) c* = /Y\F (1- P

m  P(Xanorm < @) = P(XnormaL < a+0.5)

o f(z)=

m  P(Xamnorm 2 a) = P(XnorwmaL = a-0.5)
b. Poisson

_x—l
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B P(Xpoisson < a) = P(XnormaL < a+0.5)

m  P(Xpoisson 2 @) = P(XnorwmaL = a-0.5)

4. Exponential distribution ~ z
o f=1.e*X x>0
o =0, elsewhere

o Pxzay=e ** (a>0)

IV. Descriptive statistic (Take a sample of size n from population N)

XX

n

e Sample mean: x =

Xceil(L) t Xfloor(L)
2

_ n+1
e Sample median: L =

so Median =

e Mode: Sé phan t&r xuat hién nhiéu nhat

e Range: max - min



Y (x = xi)?

e Sample variance: s? =

n-1
e Quatiles:
n+1 Xceil(L1) T Xfloor(Ly)
o L= SO Ql =
4 2
n+1 Xceil(Ly) T Xfloor(Ly)
o L= S0 Q2=
2 2
3.(n+1) Xceil(L3) T Xfloor(L3)
3= T so Q3 = >

V. Sampling distribution

e Population mean M, variance e Sample size n. (Normal distribution or n > 30):

2
o Phan phéi cia X c6 dang: N(M z)
Z. g 2 g 2
o Phan phéi clia X; - X, c6 dang: N(M'1- M #1 +nL2)
e For proportion of population p, sample size n. (np =5 or n.(1-p) =5):

A P.(1-P)
o Phan phoi cta P c6 dang: N(P ’T)

P1.(1-P;) N Py.(1- Pz))
nq np

o Phan phéi ctia P; - P, c6 dang: N(P;, - P, ,

VI. Statistical intervals - Test claims for one sample

e (LU=X-EX+E)

e width = 2E

e P-value=2.P(Z>|Z)

1. Population variance known

o E= Za/2 - \/Lﬁ
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2. Population variance unknown

O Z0=

o n>30:

S
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e [or propotion:

o (buy=(P-EP+E)

,P. 1-P
¢} E=Za/2. %

P-P
o Zy =

°7 [p1-P)
n

o Néu dé khong cho P, méc dinh P = 0.5

e N&u la one-side thi twong tw nhuwng thay a/2 thanh «

VII. Test claims for 2 samples (2 population independent, normal distribution or both n1, n, > 30)
o (LW=(X1-X;-E,X;-X;+E)

1. Population variance known
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2. Population variance unknown

o Assume 0'12: 0'22

m Degree of freedom: df =11 +Nq +2

mq — 1).512 + My — 1).522

m S 2=
p n1+n2—2
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m E=tya- n_1+n_2
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o Not assume 012 = 022
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e [or propotion:

o (buy=(Py-P,-E,Py-P, +E)
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VIII. Linear Regression

° Sxyzz:(xi—g)(yi—z):inyi - n.x.y
. Sxx=2(xi—§)2=2xi2—n.§2

2
. sw=2(yi—_) =Yy’ -n.y’

Xiyi— n.x.y
.’\_SX_Y_ZLL———
e Slope: 54 " yxZ-na?

e Intercept: By =y - B .x
\2
e FError sum of square: SSg = Z(yl. -, )

—~ 2
e Regression sum of square: SSg = Z (yl. - y)

e Total sum of square: SSt = Z(yi - X)z

e SSg+ SSgr=SSt

SS
e Standard error: § = /ﬁ
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Coefficient of correlation: R = [=2 = 2
SSt /Sxx Syy

Test claims about the slope (df = n-2):

o sef) = |2

- EI - ﬁ1,0
07 se(By)
Test claims about the intercept (df = n-2):

o se(By) = \/32. (%+%)

_Fo—boo
07 se(Bo)

R —
—_R2

Test claims about the coefficient of correlation (df = n-2): t, =

n—2






